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Abstract

Gene regulatory network is a complicated set of interactions between genetic materials, which dictates how cells develop in
living organisms and react to their surrounding environment. Robust comprehension of these interactions would help
explain how cells function as well as predict their reactions to external factors. This knowledge can benefit both
developmental biology and clinical research such as drug development or epidemiology research. Recently, the rapid
advance of single-cell sequencing technologies, which pushed the limit of transcriptomic profiling to the individual cell
level, opens up an entirely new area for regulatory network research. To exploit this new abundant source of data and take
advantage of data in single-cell resolution, a number of computational methods have been proposed to uncover the
interactions hidden by the averaging process in standard bulk sequencing. In this article, we review 15 such network
inference methods developed for single-cell data. We discuss their underlying assumptions, inference techniques, usability,
and pros and cons. In an extensive analysis using simulation, we also assess the methods’ performance, sensitivity to
dropout and time complexity. The main objective of this survey is to assist not only life scientists in selecting suitable
methods for their data and analysis purposes but also computational scientists in developing new methods by highlighting
outstanding challenges in the field that remain to be addressed in the future development.
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Introduction
Gene regulatory networks (GRNs) consist of interactions between
regulators that influence the biological processes of living organ-
isms. These networks with dynamic interactions regulate gene
expression of different cell types in different developmental
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stages in a spatio-temporal manner. Understanding the role of
each gene and their relationships with others in those GRNs
is the key to interpret biological processes at molecular levels.
GRNs are expected to benefit many fields from basic biolog-
ical research to practical applications, such as medicine and
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drug design [1]. Therefore, reconstruction and analysis of GRNs
have become effective methods for studying underlying mech-
anisms that drive genotypes to phenotypes. A large number
of computational tools [2–13] have been developed to predict
such GRNs using gene expression data from bulk population
sequencing technologies, which accumulate expression profile
from all cells in a tissue. These methods have proved to be useful
tools for studying transcriptional interactions [14–19]. However,
as bulk sequencing technologies mainly measure the averaged
gene expression across cell populations, they are insufficient for
studying heterogeneous systems such as early developmental
stages and complex tissues. Networks constructed from bulk
data are unable to describe the gene relationships in specific cell
types in different developmental stages. The critical question
now is whether we can discover GRNs that determine cell fate,
control cell differentiation and drive transitions of cell types.

Recent advances in biochemistry and sequencing technolo-
gies have enabled the monitoring of biological systems and
complex tissues at the resolution of individual cells [20–22]. This
allows us to deeper analyze the GRN that controls cell differ-
entiation and specification by dissecting complex tissues into
distinct components (cell types) and inspecting their biological
and molecular characteristic using their spatial and temporal
position in the cell population. However, one cannot simply
apply GRN methods developed for bulk sequencing to the anal-
ysis of single-cell data. This is due to several reasons. First, bulk
analysis methods are typically designed to assess changes in
bulk samples across conditions and thus cannot comprehen-
sively assess differences between cell types in a spatial and tem-
poral manner. Second, these methods are not efficient in coping
with high levels of sparsity (dropouts) and the large number
of cells in single-cell data. Therefore, a fast-growing number of
GRN inference methods have been developed specifically for the
analysis of scRNA-seq data.

Thus far, there have been numerous studies that utilize
GRNs constructed from scRNA-seq data to determine the
role of transcriptional regulators in cell fate decisions [23–
30] that are important in understanding and explaining the
cellular heterogeneity in both normal and dysfunctional tissues
[31]. This comprehensive decomposition and monitoring of
complex tissues hold enormous potential in both developmental
biology and clinical research. However, at the current stage,
the construction of GRNs mostly contributes to identifying
interactions that happen in specific cell types. The applications
of these methods have not yet presented breakthroughs in real-
world setting studies. This comes from the difficulty in dealing
with technical limitations in the scRNA-seq platforms and the
heterogeneity of single-cell data. The validation of the output
networks and computational challenges also raises questions
about their reliability. Nevertheless, it is expected that GRN
inference methods can be applied to a wide range of real-
world applications from identifying disease biomarkers and
pathways to network medicine and drug design [1]. Despite
the importance of GNR inference techniques in single-cell
data analysis, there is no survey that comprehensively reviews
existing methods and discusses their applicability, current
challenges and opportunities and future perspectives.

Here, we review 15 computational methods that were specif-
ically developed for GRN inference using single-cell data. We
recapitulate and discuss each method from the following per-
spectives: availability, user-friendliness, underlying assumption
and network inference techniques. We classify these methods
into four categories according to the way the network is con-
structed: (i) boolean model, (ii) differential equation, (iii) gene

correlation and (iv) correlation ensemble over pseudo-time. In
Section 2, we describe in detail the availability, implementa-
tion, documentation and user-friendliness of each method. In
Section 3, we categorize and discuss the methods according to
the underlying assumption, data transformation and inference
techniques being used. In Section 4, we systematically compare
the methods using simulation. We assess each method based on
three essential metrics: (i) accuracy in reconstructing reference
networks using scRNA-seq data, (ii) sensitivity to different levels
of dropout/sparsity and (iii) time complexity. In Section 5, we
discuss the limitations and outstanding challenges that the cur-
rent GRN inference methods are facing. We also provide detailed
descriptions and analysis pipelines of individual methods in
Supplementary Materials (Supplementary Note and Tables S1
and S2).

This is the first article that provides such an in-depth review
and discussion about GRN inference using scRNA-seq data. Chen
et al. [32] provide a simulation study to assess the performance of
some GRN methods. However, they include only three methods
that are single-cell specific and do not provide an in-depth dis-
cussion of the underlying techniques. Fiers et al. [33] recapitulate
the GRN inference methods from the application perspectives
without going into details of the analysis techniques. In addition,
many of the methods mentioned are not available for down-
load. In contrast, here we provided a comprehensive review of
the most prominent single-cell specific GRN methods that are
available. This survey is expected to benefit life scientists who
wish to choose a method that is most suitable for their data. At
the same time, this survey also benefits computational scientists
who wish to know the limitations of existing methods in order to
develop new methods and infrastructure addressing the current
shortcomings.

Implementation and usability
Table 1 shows the 15 methods that we review in this article.
Although more GRN methods for single-cell analysis have been
published, we select only those that have available and exe-
cutable software. Tools that are not accessible by the research
communities are excluded from this survey, including ACTION
[49], WASABI [50] and some others [51, 52]. In Table 1, we show
the tools’ available hyperlink, programming language, software
interface (graphic user interface, command line or executable
scripts), references to their original articles, number of citations,
license and rating for overall usability. The number of citations
(Google Scholar) partially reflects how each tool is received or
known among the research community. We believe that these
meta-data are essential for users to be aware of before investing
time to understand the method and to conduct any analysis.

Most of these methods are free for noncommercial use
and can be modified and redistributed. These methods can be
included in other analysis pipelines or can be modified to serve
the users’ purpose, given that the users follow the terms given
in the license. Among the 15 methods, Inference Snapshot and
SCIMITAR are two license-free methods that are free for any
analysis. However, users who want to redistribute the software
or to embed these methods in their workflow need permission
from the authors of the tools.

Regarding programming language, R and Python are still the
favorite languages used to implement GRN inference methods
(11 out of 15). Julia is a relatively new programming language that
is promising for scientific and numerical computing with high
performance. Tools that are provided as an R package or Julia
package can be easily installed through their package manager.
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Figure 1. The overall workflow of GRN inference methods. The methods start with filtering genes based on their variability or a priori knowledge. They next construct

intermediate data depending on the modeling and data assumption and then infer the network. The output of these methods can be either co-expression networks

which are undirected from top selected connections or directed networks with regulatory relationships between genes. To evaluate the constructed networks, each

method adopts different validation techniques, including using simulation, enrichment analysis, literature support, and expert interpretation and conducting additional

laboratory experiments.

Tools that come with C++ components need to be compiled.
Among the 15 methods, three are provided as Matlab scripts.
Note that while R, Python, Julia and C++ are open-source and
can be freely downloaded for most operation systems, Matlab
usually requires an expensive license.

Among the 15 methods, only SCNS provides a web-based
interface. The interface is simple and only provides handy tools
for selecting the input, viewing and visualizing the output. It
uses Adobe Flash to visualize the network. Since Adobe Flash
is deprecated, the software may not be able to function in the
near future. The remaining 14 tools are provided in the form of
stand-alone package or executable scripts that can be run on the
command line. The three methods, Boolean Pseudotime, SCODE
and SCOUP, provide a command-line interface for users to per-
form analysis. Although it is convenient to perform an analysis
using these tools, combining these with other packages might
require additional implementations to make it work smoothly
between different environments. Inference Snapshot is the only
method that performs its analysis using a mixture of scripts
using multiple programming languages. In order to complete an
analysis, users have to switch from Matlab to C++ to complete
their analysis. In addition, this method hardcodes the input and
parameters, i.e. users have to modify the code to change the
name of the input file or to change any parameters.

We also provide ratings for the usability of the surveyed tools.
For each method, we provide a score for each of the following
categories: (i) tutorial, (ii) documentation, (iii) code quality, (iv)
user-friendliness and (v) completion rate. First, we check if the
authors provide a detailed and easy-to-follow tutorial for their
tool. Boolean Pseudotime, BTR, SCNS, SCODE, SINCERA, SCENIC
and SCIMITAR are the best in providing high-quality tutorials,
whereas Inference Snapshot, Empirical Bayes, Information Mea-
sures, SINCERITIES and SCINGE provide only short scripts as
examples of how to perform the analysis. Second, we check if
each of the functions and parameters is correctly documented
with details. Methods distributed as R packages (BTR, NLNET,
SINCERA, SCENIC and LEAP) provide the most detailed documen-
tation. In contrast, Inference Snapshot and SCIMITAR provide
only minimum comments on function parameters. Third, we
assess the quality of the code regarding its structure, testability
(e.g. unit test), compatibility (with different operation systems,
dependencies, compilers) and reliability (how frequent the soft-
ware crashes). Methods that are bundled as packages can be
installed easily (Boolean Pseudotime, Empirical Bayes, Informa-
tion Measures, NLNET, SINCERA and SCENIC). In contrast, SCNS,
SCIMITAR and SCINGE provide executable files and scripts that

require users to manually resolve conflicted and missing depen-
dencies. Inference Snapshot even requires users to compile C++
and to switch between command-line and Matlab environment
to finish an analysis. This method is not included in our per-
formance assessment because we were not able to execute any
analysis.

Fourth, we assess how easy it is for the users to perform an
analysis using their own data, e.g. preparing the input expression
and creating additional required inputs. For Boolean Pseudotime,
BTR, SCODE, Information Measures, NLNET, SINCERA and LEAP,
users can easily provide the expression matrix as input. In con-
trast, SCINGE requires users to prepare data in specific formats
while SCOUP requires users to compute the summary statistics
of the distribution of each gene (mean and variance). Finally, we
assess the methods based on completion rate using 139 datasets
from our simulation studies with varying numbers of genes
(20 to 3000), samples (200 to 1000) and sparsity levels (30–90%).
SCODE, SCENIC and LEAP are the only methods that have 100%
completion rate. We were not able to finish any analysis using
Inference Snapshot. Among the 14 methods tested, BTR has the
lowest completion rate (27%) since it cannot finish analyses with
more than 30 genes. The overall usability score of each method
is shown in the last column of Table 1. SCODE, Information Mea-
sures, NLNET, SCENIC and LEAP have the highest overall usability
rating (5/5), whereas Inference Snapshot (1/5), SCIMITAR (2/5)
and SCINGE (2/5) have the lowest rating. Supplementary Table S1
provides more details about the usability of each method while
Supplementary Table S2 provides the input and workflow.

Methods
In general, GRN inference methods aim at capturing the network
dynamics that explain the underlying regulatory states in dif-
ferent cellular compartments and conditions. Each GRN infer-
ence model follows an explicit assumption about the regulatory
dynamics that can be observed through the changes in expres-
sion data. The overall workflow of GRN inference methods is pre-
sented in Figure 1. The input includes a scRNA-seq expression
matrix in which rows represent genes and columns represent
cells (or vice versa). Due to computational limitation, all GRN
methods start with a gene filtering step, which narrows the
analysis to genes with high variability or genes that are of users’
interest (pre-defined genes). Depending on the assumption of
the regulatory dynamics and the inference technique used, the
filtered data are then transformed into necessary structure/
format, such as binary values (boolean model), pseudo-time
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data or gene correlation. These methods then utilize different
techniques to infer the ultimate network. The output graph of
these methods can be directed or undirected and be represented
in different forms such as continuous adjacency matrix, binary
adjacency matrix, list of ranked edges or boolean functions.

Unlike bulk sequencing, single-cell data provides the expres-
sion of individual cells, many of which are from different devel-
opmental stages. This makes it possible to arrange cells in a tem-
poral manner so that one can model the expression changes of
individual genes over time [53]. Among the 15 methods surveyed,
8 methods use time-ordering information. These include all
methods in the differential equation and correlation ensemble
over pseudo-time categories, as well as the Boolean Pseudotime
method. In order to infer the GRN, these methods require the
pseudo-time data in addition to the gene expression.

It is worth noting that the data processing and gene fil-
tering steps are not included in most of the provided source
code/software. All tools except SCENIC and SINCERA do not
provide code or instructions for the gene filtering step while
the analysis results reported in the reference articles involve
this step. Regarding time-trajectory, only Inference Snapshot and
SCIMITAR provide the code for producing the time-ordering data
from the gene expression. The other six methods require users
to provide the time-series data as part of the input without
any detailed instruction. In order to perform analysis using
these six methods (Boolean Pseudotime, SCODE, SCOUP, LEAP,
SINCERITIES, SCINGE), users have to use third-party software to
infer the time trajectory.

Regarding validation, there are numerous techniques that
have been utilized to assess the performance of network
inference methods: simulation, enrichment analysis, literature
support, expert interpretation and laboratory validation. In
simulated studies, the ground truth (reference networks) is
known and is used to assess the quality of the constructed
networks. In enrichment analysis, the constructed networks are
enriched against existing knowledge bases (KEGG, STRING, GO
terms, etc.) in order to find biological processes and pathways
that are relevant to the underlying condition. In literature
support, authors often search for evidence in the literature
that supports their findings. In expert interpretation, experts
in the field (which are often co-authors) interpret the results
and provide insights based on their knowledge and expertise.
In laboratory experiments, authors usually perform Chip-
seq sequencing to detect the binding sites and confirm the
interactions between genes.

In the next parts of this section, we describe the methods
in each category, together with their strengths and weaknesses.
We also provide a detailed description and analysis procedure
of each method in Supplemental Table S2 and Supplementary
Note.

Boolean model

Methods in this category utilize boolean network and functions
to model the gene regulations. In the boolean network, the rela-
tions between genes are expressed as logical operations. Nodes
and edges represent the genes and their topology while the
boolean functions represent gene expression depending on the
expression of other genes. In the boolean model, the expression
of a gene is either 0 (unexpressed) or 1 (expressed).

Here, we review three methods—BTR, SCNS and Boolean
Pseudotime Inference—that utilize the boolean networks and
boolean update functions to construct the GRN. The general

Figure 2. The overall workflow of methods using the boolean model. (i) These

methods first binarize the gene expression data and then generate the initial

boolean states. (ii) The methods optimize the states of the model with respect

to the binary values. (iii) The methods output the GRN with activation and

repression edges or a set of boolean functions.

workflow of these methods is shown in Figure 2. The meth-
ods start by binarizing the expression data to construct the
state space for the model, in which each cell represents a state
(a boolean vector of gene expression). The initial state of the
model can be either randomly generated (BTR), provided by
users (SCNS) or from the temporal ordering of the data (Boolean
Pseudotime). Each method applies a different approach to iter-
atively optimize the boolean states from the initial states. BTR
implements a state-space scoring function to calculate the dis-
tance between the state space and its expression value. A hill-
climbing strategy is used to minimize this distance. BTR outputs
a network with activation and repression edges.

Boolean Pseudotime and SCNS find the shortest path from
the initial cell to the end cell and then use this path to restrict
the search of the boolean optimizer model in order to reduce
the computational complexity. Both Boolean Pseudotime and
SCNS use diffusion maps to represent the expression data in a
lower dimension and then use the breath-first search (SCNS) or
Dijkstra’s algorithm (Boolean Pseudotime) to find the shortest
path from the initial cell to the target cell. While SCNS limits
the update function to one activator and one inhibitor, Boolean
Pseudotime allows users to customize these parameters. An
increase in the number of activators and inhibitors may result
in more complex boolean rules and computational complexity.
Both methods use Z3 solver [54] to check the satisfiability of the
provided logical formulas and to obtain a list of optimal logical
functions (output).

While BTR outputs the network as a graph object, Boolean
Pseudotime and SCNS only output the optimized boolean rules.
BTR can also be used to optimize an existing putative regulatory
network. Although Boolean Pseudotime uses diffusion maps in
their analysis to infer pseudotime ordering, the software pack-
age requires users to input external time ordering data which
can be inferred from any method of their preference. It also
performs correlation analysis (described in their manuscript
but not implemented in the package) to filter potential gene
relationships before feeding to the network inference model.

By binarizing the gene expression values to show relations
between genes, the model requires fewer parameters and thus
avoid overfitting. As boolean models usually define a thresh-
old to binarize the gene expression and dropouts are likely to
happen to low or moderate expression values [55], binarization
makes boolean models less sensitive to dropouts. It also gives
the advantage that closely related cell states can be detected
easily by finding small bit changes in the boolean representation
of gene expression. Boolean models can also easily represent
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Figure 3. The overall workflow of methods using differential equations. (i)

Pseudo-temporal ordering of cells is inferred using external software or embed-

ded functions. (ii) The methods use differential equations to describe the rela-

tionship between genes with respect to the inferred time. (iii) Parameters used

in the model are estimated using different optimization techniques. (iv) Using

the optimized parameters, the relationship between genes are inferred from the

declared differential equations to output an affinity matrix of the GRN.

self-activation/inhibition in a GRN which might be a problem
for some models such as correlation-based models. However,
the binarization may lead to loss of information which might be
useful during method execution. In addition, since the boolean
methods need to optimize the boolean rules through the state
transition, the more genes are included in the analysis, the more
cells are required to build a connected state transition graph.

Differential equation

Methods using differential equations describe gene expression
dynamics as a function of the expression of other genes and
environmental factors. Differential equations are used to model
the changing rate of expression data through time given a set of
parameters. In other words, the time ordering of cells is required
to complete the analysis using differential equations. Here, we
discuss three methods that applied either ordinary differential
equations (ODEs) or stochastic differential equations (SDEs)
to infer the connections between genes. These methods are
Inference Snapshot, SCODE and SCOUP. The overall workflow
of the methods in this category is described in Figure 3. The
pseudo-time trajectory data can be generated using embedded
functions in each method (Inference Snapshot and SCOUP)
or by using an external package (SCODE uses monocole).
SCODE and SCOUP are the two methods that construct the
GRN directly from gene expression data with timestamps.
Inference Snapshot, on the other hand, uses an external package,
GENIE3 [4], to infer the initial network and then uses the
inferred timestamp data to further refine the relationships
from the GENIE3 network (see Section 3.3 for the description of
GENIE3).

To construct time-ordering data, Inference Snapshot first
uses a nonlinear dimension reduction approach, diffusion maps,
to reduce the dimension of the input data. It then clusters
the obtained data by manually selecting a starting cell and
a final cell and then uses the Dijkstra algorithm to find the
shortest path between them. For each branch constructed from
the previous ad hoc clustering, the method uses Wanderlust
algorithm [56] to construct time-series data using the original
high-dimension space of cells belonging to this branch. On the
other hand, SCODE and SCOUP find the minimal spanning tree
to assign a pseudo-time to each cell. While SCODE uses Monocle
which uses independent components analysis to reduce data
dimension and finds the minimal spanning tree on it, SCOUP
uses principal components analysis to reduce the dimension of
the data. SCOUP constructs minimum spanning trees from an
initial cell to all other cells to build the initial ordering of the
cells. The initial cell is a dummy point with the mean of the

Figure 4. The overall workflow of methods using gene expression correlation.

(i) The methods first initialize the weights of the edges by calculating the

expression correlation for each gene pair. (ii) The methods perform a hypothesis

testing to estimate the significance of each edge and then remove edges that

are considered insignificant using a predefined significance threshold. (iii) The

methods output the largest connected component.

normal distributions for each gene. Users are required to input
an estimation of these distributions.

To construct the network from time-ordering data, SCODE
and SCOUP respectively introduce ODEs and SDEs to calculate
the correlation between genes. SCODE represents the correla-
tion between genes as a variable that controls the differentia-
tion of gene expression levels over time. By modeling the gene
expression level of one gene at a certain time point as a linear
dependency on other gene expression levels, SCODE uses linear
regression to estimate the correlation matrix. SCOUP, on the
other hand, models the differentiation of gene expression levels
of each gene over time as a continuous and stochastic diffusion
process, i.e. Ornstein–Uhlenbeck (OU) process. In this model, the
expression of one gene at a certain time point can be estimated
by the normal distribution of the current OU process. The corre-
lations between genes are obtained using z value calculated for
all cells.

Inference Snapshot only uses differential equations to deter-
mine the uncertain regulatory edge signs. It uses GENIE3 to
construct the network and then applies the ODE to describe
the temporary evolution of a target gene depended on an input
gene. The input dynamics are determined by Hill-type functions,
which are nonlinear functions that describe the transcription
phase. The values of the Hill-type functions increase when the
input is an activator and decrease when the input is an inhibitor.
The parameters of the model are estimated using Markov chain
Monte Carlo. At the end of the analysis, while SCODE and SCOUP
output a correlation matrix representing genes relationships
that can be easily visualized using third-party network visual-
ization application, Inference Snapshot only outputs estimated
parameters for the model.

Among the three methods, only SCODE assumes that depen-
dencies between genes are linear. This may oversimplify the
realistic relationship between genes, especially in large GRNs.
The method also does not account for the stochastic nature
of gene expression data, which may reduce the quality of the
inferred GRN, especially when the number of samples is low.
The quality of the network can be improved by increasing the
number of cells. However, an increase in the number of cells
can exponentially increase the computational complexity of the
method. This is due to the large number of parameters used
in the model. This applies to the other two methods as well.
Therefore, methods in this category are most suitable for the
inference of small-size networks.

Gene correlation

The overall workflow of these methods is illustrated as in
Figure 4. Here, we review five methods—Empirical Bayes,
Information Measures, NLNET, SINCERA and SCENIC—that focus
on modeling the pair-wise relationship between genes using
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different correlation metrics: Empirical Bayes and Information
Measures use techniques from information theory; NLNET
defines the correlation as distance based on conditional ordered
list; SINCERA uses low-order partial correlation; and SCENIC
utilizes a tree-based algorithm to estimate the connectivity
between genes. These metrics are designed to capture not only
the information shared between two genes but also the effects of
other genes. While the other four methods are designed to infer
only the GRN, SINCERA provides a comprehensive pipeline for
multiple purposes, including data processing, clustering, GRN
inference and network enrichment.

Empirical Bayes and Information Measures were developed
by the same research laboratory, in which Empirical Bayes is
claimed to be an improved version of Information Measures.
The two methods employ information theory to infer the rela-
tionship between genes. In particular, the methods use partial
information decomposition (PID) [57] to model the information
provided by a set of source variables (S = {X, Y}) about another
target variable (Z), partitioned into redundant, synergistic and
unique information. Among these, the unique information of X
(or Y) is the unique information provided by only X (or Y). The
methods then aggregate the unique information provided by X
and Y for each of the gene Z, normalized by the mutual infor-
mation. This is termed as the proportional unique contribution
(PUC).

To quantify the confidence of the calculated PUC values,
the two methods estimate the distribution of the PUC values
under the null and then compute the confidence scores. For
Information Measures, the confidence score is calculated as c =
FX(PUCX,Y)+FY(PUCX,Y) where FX is the cumulative distribution of
all the PUC scores involving the gene X. Empirical Bayes provides
an additional step to smooth the empirical distributions using
a regression-based mode-matching method [58]. The methods
output a ranked list of edges using the obtained confidence
scores.

In the NLNET method, the correlation between two genes is
defined as the distance based on conditional ordered list (DCOL)
[59], in which the distance from gene G1 to gene G2 depends on
the order of expressions through all samples in G1. This distance
metric, therefore, is not symmetrical and is claimed to capture
both linear and nonlinear relationships. Unlike the PUC used in
Empirical Bayes and Information Measures, this distance metric
used by NLNET does not account for the fact that a gene in a
real biological network may interact with more than one gene.
In this perspective, SINCERA, which makes use of the low-order
partial correlation that can involve more than two genes in the
measurement, is a more realistic way to present interactions
of a complex network. In the SINCERA method, the correlation
between gene G1 and gene G2 given a third gene G3 is the corre-
lation between the residuals resulting from the linear regression
of G1 with G3 and that of G2 with G3. SINCERA calculates the coef-
ficients of the target gene and the conditional gene of the regres-
sion using the least square estimator. By using this correlation,
SINCERA assumes the linear dependency between genes.

The fifth method, SCENIC, adopts a regression-tree-based
method (GENIE3) to construct the network. Although GENIE3 was
developed for bulk RNA-seq data, it has been applied to single-
cell analysis. Instead of inferring the relationship of genes in
gene pairs (NLNET) or gene triplets (Empirical Bayes, Information
Measures and SINCERA), GENIE3 takes into account the interac-
tion of an arbitrary number of genes in one calculation and can
capture the nonlinear dependencies between genes. For each
gene Gi from the expression matrix, GENIE3 generates a random
forest where the output is the expression in all samples of Gi,

and the input includes the expression of other genes G−i. The
trees of each gene are then ensembled to obtain the ‘importance
measure’ (IM) of each gene in G−i to gene Gi. This indicates how
likely a connection exists between two genes.

The computed correlation matrices from the three methods
(NLNET, SINCERA, and SCENIC) are often too complex to provide
a meaningful GRN network. Therefore, these methods perform
a hypothesis testing or enrichment to filter out edges that are
not significant. NLNET computes the null distributions of DCOL
using permutation. The distribution of DCOL from gene G1 to
gene G2 is obtained by randomly ordering the expression values
in G1 500 times. The method then corrects the P-values using
false discovery rate (FDR) and removes edges using a predefined
threshold. SINCERA computes the null distribution for each
by setting the coefficient of the target gene to zero. SINCERA
calculates the P-values for each edge using t-test and then filters
out connections with P-value larger than a predefined threshold.
Instead of comparing with the null distribution of the scoring
function, SCENIC performs an enrichment on the output gene
list to identify candidate transcription factors and DNA motifs
that are overrepresented. Only enriched transcript factors and
their predicted targets are retained in the final network.

The output networks from NLNET, Empirical Bayes and Infor-
mation Measures are undirected. With SINCERA, users can fol-
low their pipeline to perform an enrichment to determine tran-
script factors and target genes. SCENIC also turns the undirected
network obtained from GENIE3 to a directed network using the
motif enrichment. SCENIC’s output contains different connected
modules called regulon consisting of a transcript factor and its
potential direct targets.

In general, methods in this category measure the global
similarity of the transcriptomic profile between genes. This
is especially helpful when the data are homogeneous or
just have a few cell types. However, when it comes to data that
are heterogeneous with multiple different cell types in different
developmental stages, these methods may ignore connections
that present strong correlations in one stage but not in other
stages.

The performance and time complexity of these methods vary
depending on the metric used in calculating the correlation.
Mutual information, DCOL and regression tree are expected
to capture the nonlinear relationship between genes and to
account for the stochastic nature of gene expression data. In
principle, the computational complexity of Empirical Bayes,
Information Measures and SCENIC greatly depends on the
number of genes since they need to calculate the PID for
every gene triplets or build a random forest for each gene. For
NLNET, since it sorts gene expression in each calculation, its
computational complexity mostly depends on the sample size.
On the other hand, the conditional dependence metric used
by SINCERA is unsophisticated and cannot capture nonlinear
relationships between genes.

Methods in this category give a good estimation of how likely
a connection can be established between genes. However, one
common drawback is that they are unable to infer the regu-
lations between genes (e.g. activation, repression). SCENIC and
SINCERA work around this bottleneck by performing an enrich-
ment with known regulatory networks in existing databases.

Correlation ensemble over pseudo-time

Methods in this category also use gene correlation to represent
the pair-wise relationship between genes. However, these meth-
ods take into account the fact that the relationship between
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Figure 5. The overall workflow of methods that calculate genes correlation based

on pseudo-time ordering. (i) The methods either infer the pseudo-temporal

ordering of the cells or require users to provide the time ordering. (ii) The

methods divide the data into smaller time windows and then calculate the gene

correlation for each time window. (iii) The methods then aggregate (ensemble

strategy) multiple correlation matrices into one single adjacency matrix that

represents the GRN.

genes may change depending on the developmental stages.
These methods calculate the gene correlation in smaller time
windows and then combine the correlation matrices using an
ensemble strategy. Here, we review four methods—LEAP, SCIMI-
TAR, SINCERETIES and SCINGE—that exploit the time trajectory
information to construct the GRNs.

The overall workflow of these methods is illustrated as in
Figure 5. All four methods take the single-cell data as input.
LEAP, SCINGE and SINCERETIES also require users to provide the
time ordering of the cells. All four methods output a correlation
matrix indicating weights and signs of the regulation, which
can be easily imported to any third-party software for network
visualization.

Among the four methods, only SCIMITAR implements a
pseudo-time inference method in the pipeline to obtain the time
ordering directly from the expression data. SCIMITAR models the
data using a continuous multivariate Gaussian mixture model
and then estimates the parameters using the expectation-
maximization (EM) algorithm. The EM algorithm estimates the
parameters of each distribution and how likely a cell belongs to
each distribution. SCIMITAR computes the correlation matrices
for each pseudo-time from the covariance matrices of the
mixture model. The method then computes a similarity matrix
by calculating the distance between the covariance matrices.
Spectral clustering is then used to determine the developmental
stages across the time trajectory using the similarity matrix. For
each developmental stage, the method outputs the consensus
network by averaging the correlation matrices in this stage.

The other three methods require users to provide the
time ordering of the cells as part of the input. They all first
generate multiple overlapping windows along the time axis,
calculate the gene correlation in each time window and then
merge the correlation matrices using different strategies. LEAP
simply uses the Pearson correlation to calculate the correlation
between genes for each time window. It then combines all
correlation matrices by gathering the maximum correlation for
all gene pairs over all time windows. SCINGE uses a regression
model to determine the correlation between two genes in a time
window. For each target gene, the method utilizes the kernel-
based Granger causality regression to calculate the correlation
(i.e. edge or connection) of the gene to all other genes. For
ensemble, the method uses the Borda count aggregation method
[60], which favors connections that are consistently ranked
high by multiple Granger tests, to rank the connection between
two genes over time. In contrast to the other three methods,

SINCERETIES does not calculate the correlation between genes in
each time window. For each gene, it constructs a differentiation
vector that represents the expression change over time. It then
uses the Granger causality regression to infer the interaction
between genes using the differentiation vectors.

By using timestamp data to construct the relationship
between genes, methods in this category aim at finding
prominent groups of genes that have similar expression patterns
over time. These methods infer the temporary correlation
between each gene pair in each time window rather than
calculating one single correlation for the whole time trajectory.
This is especially helpful when the data are noisy or when some
unexpected events affect the expression of the genes in a certain
time window.

The performance (accuracy) of each method in this category
heavily depends on the accuracy of the time ordering, which
is not always available. This information is usually inferred by
pseudo-time inference methods. Most of these time trajectory
inference methods, including Monocle and Wanderlust, require
other prior information such as start cells, end cells and the
number of branches. However, this information may not be
available for users, making it difficult to construct a reliable time
trajectory. In addition, the GRN methods in this category are not
able to handle multiple-branching cellular trajectories that cor-
respond to different cell fate decisions. These methods forcefully
merge all branches into one linear developmental path, which
may compromise the accuracy of the network. Finally, these
methods use Pearson correlation and Granger causality to infer
the relationship between genes. However, biological systems are
complex and might have nonlinear gene interactions. Regarding
computational complexity, LEAP has a clear advantage due to its
simplicity in calculating the correlation.

Simulation studies
In this section, we systematically compare the methods based on
three essential metrics: (i) accuracy in reconstructing reference
networks using scRNA-seq data, (ii) sensitivity to dropout rate
and sparsity and (iii) time complexity.

We generated 139 simulated datasets using known reference
networks and then assess the performance of the network
inference methods based on the three metrics listed above. We
used the curated human network in the TRRUST database [61,
62] as the reference network and the GeneNetWeaver [63] as
the software to generate scRNA-seq datasets. GeneNetWeaver
has become a widely used tool to synthesize data from a
given network for the purpose of evaluation [35, 41, 46]. This
software was also used to generate gold-standard data for
DREAM4 [64] and DREAM5 [65] international competitions.
Briefly, GeneNetWeaver uses ODEs and SDEs to synthesize data
measured at different time points. After generating the datasets,
we used the surveyed methods to construct the networks and
then compared the constructed networks against the reference
networks. For each constructed network, the receiver operating
characteristic (ROC) curve is generated by plotting the true
positive rate against the false positive rate at different thresholds
when comparing the edges of the constructed network with the
reference network. The quality of each constructed network
is assessed using the area under the ROC curve (AUROC). A
constructed network has an AUROC of 1 if it is identical to the
reference network.

We assessed the performance of each method in three dif-
ferent scenarios. In the first scenarios, we generated datasets
with 200 samples and varying numbers of genes (20, 500, 1000,
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Figure 6. Performance of 14 GRN inference methods using 100 simulated datasets with 200 samples and varying number of genes (20, 500, 1000, 2000 and 3000). For each

specific number of genes, we generated 20 datasets, reconstructed the networks using the GRN inference methods and compared the constructed networks against the

ground truth (reference networks). The horizontal axis shows the methods while the vertical axis shows the AUROC values that represent the accuracy of the methods.

Only six methods are able to analyze the datasets with 3000 genes: SCODE, Information Measures, NLNET, SCENIC, LEAP and SCIMITAR. In all scenarios, SCENIC has

the highest median AUROC values.

2000 and 3000). Each setting has 20 replicates. We also simulated
dropouts (at 30% sparsity) using weighted random sampling, in
which low-expression values will have a higher chance to be
dropout. We used the surveyed methods to analyze the datasets
and assess their performance by comparing the constructed
networks against the ground truth (reference networks). In the
second scenarios, we generated 25 datasets with different levels
of dropout/sparsity—30%, 50%, 70%, 80% and 90%—5 datasets
per different gene number and dropout level. We then used the
surveyed methods to analyze the datasets and then assess their
accuracy. In the third scenario, we increased the number of genes
and samples and measured the running time of each method.
First, we set the number of samples to 200 and increase the
number of genes from 20 to 30, 50, 100, 200, 500, 1000, 2000 and
3000. Second, we set the number of genes to 20 and increase the
number of samples from 200 to 400, 600, 800 and 1000.

The analysis was performed on a desktop with 128GB of
RAM and AMD Ryzen Threadripper 2950X 16-Core Processor. We
experienced difficulties in running Inference Snapshot and BTR.
Inference Snapshot has poor documentation and requires users
to switch back and forth among multiple environments (MAT-
LAB, C++, Linux shell). In addition, the parameters and input
are hardcoded in the source code that needs to be compiled.
Therefore, we excluded Inference Snapshot from our analysis.
Regarding BTR, the method iteratively constructs the network
but the algorithm does not always converge. When analyzing
networks with 20 genes, the method sometimes does not con-
verge (11 out of 20 times) and runs for two weeks without

any sign of stopping. This method does not converge at all for
datasets with 30 genes or more. Therefore, we report NA for BTR
in datasets with 30 genes or more. Among the 14 methods tested,
only four methods (BTR, SCNS, SCENIC and SCIMITAR) are able
to use multiple cores. For these methods, we used eight cores to
analyze the simulated datasets.

Figure 6 shows the distribution of the AUROC values in the
first scenario (100 simulated datasets with 20 to 3000 genes, 200
samples and 30% dropout rate). For datasets with 20 genes, most
methods produce networks that have AUROC values greater
than 0.5 and with the peak performance at 0.62 (Information
Measures). These results are also consistent with those reported
by Chen and Mar [32]. When the number of genes in the network
increases from 20 to 3000, eight methods are not able to finish
the analysis: BTR does not converge for datasets with 30 genes
or more, SCNS cannot analyze more than 64 genes; Boolean
Pseudotime and SINCERA do not converge when analyzing
datasets with 500 genes; SCOUP, SCINGE, SINCERITIES and
Empirical Bayes crash when analyzing datasets with 500, 1000,
2000 and 3000 genes, respectively. Only six methods are able
to analyze all datasets: SCODE, Information Measures, NLNET,
SCENIC, LEAP and SCIMITAR. However, the AUROC values of
these methods drop drastically when the number of genes
increases. Especially, when the number of genes reaches 3000,
all six methods have the AUROC value close to 0.5, which is the
expected AUROC value of randomly generated networks. Overall,
SCENIC has the best median AUROC values in all cases (20, 500,
1000, 2000 and 3000 genes).
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Figure 7. Performance of network inference methods with different levels of sparsity using 25 simulated datasets (5 datasets per sparsity level). The horizontal axis

shows the methods while the vertical axis shows the AUROC values that represent the quality of the constructed networks. At each level of sparsity, we show the mean

AUROC of five datasets for each method. SCOUP is the most stable method. It produces AUROC values that are consistently above 0.5 with very low variability across

five sparsity levels.

Figure 7 shows the AUROC values obtained in the second
scenario (20 simulated datasets with 20 genes, 200 samples and
varying sparsity levels). Most methods were able to analyze all
datasets except SINCERA and SINCERITIES, which crash when
the sparsity level goes beyond 50% and 80%, respectively. Among
the remaining methods, nine methods (Boolean Pseudotime,
BTR, SCNS, Empirical Bayes, Information Measures, NLNET, LEAP,
SCIMITAR and SCINGE) have the AUROC values that fluctuate at
0.5 or below when the sparsity levels increase from 30% to 90%.
Only three methods that have AUROC values consistently above
0.5: SCODE, SCOUP and SCENIC. Among these three methods,
SCOUP is the most stable with very low variability (standard
deviation of 0.005 compared with 0.013 and 0.026 of SCODE and
SCENIC, respectively).

The running time of each method is shown in Figure 8 (14
datasets with varying numbers of genes and samples) and Sup-
plementary Tables S3 and S4 (Supplementary Note). In Figure 8,
the vertical axes represent the running time in log10 scale of
minutes. As we explained above, BTR does not converge for
networks with 30 genes or more. The method SCNS does not
support the analysis of any network with 64 genes or more.
Even for datasets with 50 genes, it takes the method more
than two hours to finish the analysis. SINCERA and Boolean
Pseudotime can be very slow when analyzing large networks.
It takes SINCERA 15 hours and Boolean Pseudotime a week to
analyze one dataset with 200 genes. The other four methods,
SCOUP, SCINGE, SINCERITIES and Empirical Bayes produce errors
when the number of genes reaches 500, 1000, 2000 and 3000,
respectively. When the number of samples increases, only the
running time of SCIMITAR seems to be affected drastically. The
running time of SCIMITAR increases from ten minutes to seven
hours when the number of samples increases from 200 to 800.
This method crashes for the dataset with 1000 samples. Overall,
LEAP and NLNET are the fastest and can finish every single
analysis in minutes.

In conclusion, regarding the accuracy, SCENIC is the best
method with the highest AUROC values in most simulation
studies. Regarding time complexity, LEAP and NLNET are the
best methods that can finish every single analysis in minutes
(even for datasets with 3000 genes or 1000 samples). Regarding
sensitivity to sparsity, SCOUP is the most stable method. It
produces AUROC values that are consistently above 0.5 with very
low variability across different sparsity levels.

Challenges and future development
Although the field of GRN inference for single-cell is rapidly
growing, it is still relatively new. The application of these meth-
ods is not yet presented in many real-world-setting studies. This
may come from the difficulty in dealing with technical limita-
tions in the scRNA-seq platforms or the heterogeneity of single-
cell data. The validation of the output networks and computa-
tional challenges also raise questions about their applicability.
Here, we discuss such problems that need to be addressed for
new GRN inference methods in the future.
Dropout and batch effects
Single-cell RNA sequencing technologies allow us to decom-
pose complex tissues at the single-cell resolution. However,
dropout events and batch effects present significant challenges
for single-cell analysis, including GRN inference. Compared with
RNA-seq data from a bulk cell population, the scRNA-seq data is
usually sparser with a higher level of noise. It is common that
more than 50% entries of the gene expression matrix obtained
from scRNA-seq are equal or close to zero. This rate can be as
high as 70% in many datasets [66, 67]. The high dropout rate
means that the true expressions of many genes are not cap-
tured. GRN methods usually exclude genes with a high dropout
rate, leading to the potential of removing important genes from
the network. In addition, dropout events alter the distribution
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Figure 8. Running time of network inference methods with varying numbers of genes (panel A) and samples (panel B) in the log10 scale of minutes. Overall, LEAP and

NLNET are the fastest methods that can finish every single analysis in minutes.

of the gene expression, making many mathematical models
inaccurate.

One solution to this challenge is to utilize imputation meth-
ods. Many methods have been developed recently to impute
dropout values in single-cell data [66, 68–71]. These methods
may help improve the data quality before conducting GRN infer-
ence analysis. However, these methods also have limitations
and may introduce false signals. First, distinguishing the truly
unexpressed genes from those caused by sequencing error is not
trivial. Second, the accuracy of the imputed data is difficult to
validate.

At the same time, batch effects may have negative impacts
on the performance and accuracy of the inferred GRNs [72].
Even though many studies have reported the severity of batch
effects in both bulk RNA-seq [73] and scRNA-seq [67] analyses,
most GRN methods completely ignore the potential impacts of
batch effects. Among the 15 methods, only SCENIC takes into
account this problem by performing cross-species comparisons.
However, this requires users to prepare sequencing data of sim-
ilar tissues from different species which is not always available.
One possible solution is to use statistical tools to correct for
batch effects before performing analysis, which is thoroughly
discussed in other review articles [67, 73].
Heterogeneity and stochastic factors
Besides the limitations of sequencing platforms, the heteroge-
neous and stochastic nature of gene expression in individual
cells also present additional challenges to any single-cell anal-
ysis. The biological heterogeneity of single-cell data may come
from multiple sources, including genotypic factors caused by
random mutations and phenotypic factors caused by internal
cellular interactions (gene networks and products) and environ-
mental change [74]. Additional sources of variation can come
from technical heterogeneity, including study design, sample
collection, storage, sample preparation, assays and sequencing
technologies. These sources of variation result in batch effects
and different signal detection rates among cells and genes [75,
76]. This leads to variation and heterogeneity among both bio-
logical and technical replicates.

Although several GRN inference methods claim to deal with
the stochastic aspects of gene expression using modeling and
simulation, characterizing the role of stochasticity in GRNs
remains a significant challenge. The effects of the stochastic
information in gene expression data can be reduced when

the number of cells increases. However, most current GRN
methods are designed to analyze datasets with a small or
moderate number of cells, making this challenge remained
to be addressed. In addition, to reduce their computational
complexity, GRN methods often focus the analysis on genes with
high variability. However, genes with high variability, which may
due to the heterogeneity of the cells and stochastic nature of the
gene expression, may not be the genes that drive cell transition
progress [77, 78].

Temporal ordering of cells
Eight out of 15 methods in this review heavily depend on the
temporal ordering of cells. Since it is currently impossible to
generate real time-ordering single-cell data, these methods rely
on statistical inference to construct a pseudo-time trajectory
from the input expression data. Time-trajectory inference meth-
ods usually order the cells along a trajectory topology, which
can be cycled, linear, multifurcating or complex graph structure
[53]. Time trajectories also may not exist in cell types that cells
are equally matured. However, all of the eight GRN methods
reviewed here are designed to handle only the linear time-
trajectory. For methods that require users to input time-ordering
data, users need to manually remove unwanted branches. Other
methods that embed pseudo-time inference in their pipeline
assume that the developmental stages follow a linear and con-
tinuous trajectory. The inability to handle nonlinear time trajec-
tory may heavily affect the accuracy of these methods. Foremost,
most single-cell studies try to identify the mechanisms that
drive the cells in the state transition progress and especially
when the cell fate decisions are made [28, 79, 80]. Unable to deal
with branching time trajectories makes it challenging to infer
the regulatory network that decides the cell fates using these
methods.

Network complexity
The purpose of constructing GRNs is to gain insights into the
regulation of genes and/or transcription factors during cell state
transition. Therefore, the networks are usually cell-type specific.
However, most GRN inference methods (except SCIMITAR) pro-
duce one single network containing all possible interactions.
This might be useful in small-scale experiments, in which only
one or very few cell types and genes are involved. For complex
tissues, however, one large network is difficult to interpret and
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is insufficient to reveal the underlying mechanisms of cell tran-
sitions. It fails to explain the dynamics happen in different cell
types or different developmental stages. In this case, reporting
different networks for different stages of cell transitions will
help us to better understand how gene regulations drive cell
state transitions. Future methods will need to accurately sep-
arate cell stages from single-cell expression data to generate a
comprehensive network.

Computational complexity
With the rapid advancement of sequencing technologies, the
number of cells available in each dataset increases exponen-
tially. For example, the number of cells has increased from
hundreds to millions or tens of millions in recent years [81].
With this pace, current GRN methods will not be able to analyze
new datasets in a reasonable time. Scalability will be a critical
challenge in the development of future methods. This problem
presents a bottleneck for not only GRN inference methods but
also for any analysis methods developed for single-cell data.
Unlike other analyses that can utilize dimension reduction tech-
niques to reduce the complexity, GRNs methods need to analyze
all features/genes to provide a comprehensive gene network. To
reduce the complexity, current analysis pipelines either limit
the analysis to a predefined gene list or to the top differentially
expressed (DE) genes. However, by using a predefined gene list,
we assume that the underlying mechanisms are limited to prior
knowledge about the genes. This often leads to just reconfirming
the already known information. On the other hand, by using
only DE genes, we may eliminate genes that act like connecting
nodes between DE genes or components. Future methods need
to address the scalability bottleneck in order to generate more
comprehensive networks.

Validation
Validation and performance assessment of the GRN inference
methods is the most challenging problem. Most of the surveyed
methods use simulation to assess their performance. These
methods usually start with one known or simulated network
and then generate the gene expression data that follows the
regulation defined by the network. For example, BTR, Infor-
mation Measures and SINCERITIES used GeneNetWeaver [63]
to synthesize transcriptome data from a given GRN and then
added artificial dropouts to the output to simulate the sparsity
of single-cell data. Other methods (Inference Snapshot, NLNET,
SCODE, SCOUP) developed a dedicated model to generate simu-
lated data. The advantage of simulation is that the underlying
mechanisms are known and thus can be used to assess the
accuracy of the constructed networks. However, simulations
are generally unsophisticated and often fail to account for the
real and complex biology. In addition, the simulated data may
follow certain distributions and patterns that favor the authors’
hypothesis and assumption, leading to biased analyses and
conclusions.

Another way for performance assessment is to use real
single-cell data and then compare the constructed networks
with prior knowledge. In these analyses, the authors usually seek
support from experts in the field, or find supporting evidence
from the literature. Some authors compare the GRNs with
networks from databases that were curated from small-scale
experiments (e.g. TRRUST [61, 62], RegulonDB [82], ESCAPE [83]
and CODEX [84]). However, for real biological data, the actual
mechanisms involved at the cell level are never fully known.
When seeking supporting evidence from experts or literature,
researchers might be influenced by the observer-expectancy

effect [85]. This might lead to biased conclusions. When seeking
evidence from curated networks, researchers often overlook
the limitations of the existing databases. First, the above-
mentioned databases were constructed using bulk RNA-seq
data. These databases do not provide cell-type-specific GRNs.
Second, the curated networks only cover a moderate or small
number of transcription factors, genes or known interactions.
For example, the number of human genes in the TRRUST
database is approximately 3000 while the number of human
protein-encoding genes is estimated to be around 20 000 [86].
Although a number of single-cell atlases have been built [87,
88], there is no network database constructed to reflect gene
regulations in different developmental stages and cell types.
The lack of experimental evidence supporting the resulted GRNs
may limit the GRN methods from discovering novel regulatory
modules.

As the field matures, the existence of such network databases
will provide us with a more reliable knowledge for validating
GRN inference methods. At the same time, generating gold stan-
dard datasets that can be used to benchmark the accuracy of the
resulted GRNs will also greatly boost the reliability of GRN infer-
ence methods and their usefulness. Given these conditions, GRN
methods will be more reliable and will significantly contribute to
the causal map of molecular interactions. The resulted networks
then can be applied to a wide range of real-world applications
from disease biomarkers and pathways to network medicine and
drug design [1].

Conclusion
In this survey, we discuss 15 GRN inference methods developed
dedicatedly for scRNA-seq data analysis. At the time of this
survey, all of these tools are publicly available as a stand-alone
package or script. Our main objective is to help potential users,
especially life scientists, to choose a method that is most suitable
for their available data and analysis purpose. At the same time,
this review will also help computational scientists in identifying
the shortcomings of existing approaches in order to develop new
methods that address current limitations. To accomplish these
objectives, we first rank the methods based on their usability and
friendliness so that users can easily get started with the tools.
We then discuss in-depth the hypothesis and the techniques
each method uses to model the GRN. We divide the methods
into four different categories according to the underlying infer-
ence techniques: (i) boolean model, (ii) differential equation, (iii)
gene correlation and (iv) correlation ensemble over pseudotime.
We finally discuss the challenges that future methods need
to address to generate more accurate and comprehensive GRN
from single-cell data.

In conclusion, GRN inference methods are useful tools for
mapping molecular interactions to form meaningful biological
networks that reflect the internal mechanisms of living organ-
isms. Networks generated from single-cell data have the poten-
tial of unraveling gene regulatory interactions in the level of
individual cells at specific developmental stages. However, the
field of GRN inference using single-cell data is relatively new and
there are technical, biological, and computational challenges
that remain to be addressed. Current methods are sensitive to
technical noise and are not sophisticated enough to cope with
the complex nature of the regulatory network from single-cell
data. These methods are also designed to work with a limited
number of genes and are not ready for the rapidly increasing of
number of cells generated in single-cell data. Most importantly,
the lack of standard benchmarks in assessing the performance
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of these mathematical models raises questions about the reli-
ability of the constructed GRN. As the field develops and more
information becomes available to validate the networks, GRN
inference methods using single-cell data will be promising tools
not only in discovering missing components of GRNs in the cell
level but also in a wide range of real-world applications such
as identifying disease biomarker and pathways, designing drugs
and precision medicine.

Key Points

• Single-cell data allow us to construct and analyze
gene regulatory networks (GRNs) of heterogeneous
cell types in different developmental stages.

• This article reviews and discusses in-depth 15 GRN
inference methods using scRNA-seq from the follow-
ing perspectives: their availability, usability, hypothe-
sis and inference techniques.

• This article points out outstanding challenges of GRN
inference methods and discusses future directions
regarding data quality, benchmarking and computa-
tional complexity.

• This article will assist life scientists in selecting suit-
able methods for their analysis purposes, as well as
computational scientists in identifying shortcomings
of current methods.

• This article provides simulation studies to assess the
performance of GRN inference methods based on
three different metrics: accuracy, robustness against
dropout and time complexity.
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